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Ø We started from the intersemiotic version of 
'Pinocchio in Emojitaliano', a crowdsourcing project on 
Twitter (#emojitaliano) in 2016. Pinocchio in 
Emojitaliano was published as a book by "apice libri 
pub." in 2017.

Ø Emojitaliano is an artificial language created by a 
human community at the intersection between 
technology and creativity. Starting from the experience 
of Pinocchio, Emojitaliano continuously implements 
assigning grammatical rules on the model of an 
interlanguage and fixing word-emoji matches based 
on the released Unicode emoji set. Emojitaliano is 
available on Telegram in a devoted bot, 
@emojitalianobot (developed by Federico Sangati).

Ø We aimed at assessing the skills of GPT4 to handle 
Emojitaliano grammar and glossary in order to build 
an automatic translator.

Ø A test of re-translation of Pinocchio by GPT4 is 
presented here.

Ø Preliminary quantitative results show that GPT4 is 
able to understand Emojitaliano and provide basic 
translations.

Introduction & Emojitaliano

3. GPT-4 meets Emojitaliano

Given the project’s goal of establishing an international
emoji code, we assumed that LLMs can be a useful tool to
speed up translation, as well as to spread the language be-
yond the currently active community. For this purpose, we
chose GPT-4 as our reference model, reported as currently
the best general performing model in language tasks [11]
also for translation [12], even compared by several users
in benchmarks with other open source models10. Since
we do not have access to the training data of such model,
we preliminarily verified that it does not know about Emo-
jitaliano making multiple empirical questions (e.g. “What
is Emojitaliano?”)11. Then, we proceeded to gradually
instruct the model using the prompt method [13], by pro-
viding pairs of Italian and Emojitaliano translated text or
a description of the grammar and lexicon of Emojitaliano.

3.1. Automatic grammar derivation

Our first experiment aimed at observing the capability of
the model in acting as a human translator of Emojital-
iano, its capability to apply grammar rules, and its ability
to use the already known tags by Unicode Consortium
to creatively associate italian words, to memorize and
enlarge the lexicon. We developed a prompt where we
provided a passage from the first chapter of Pinocchio in

Emojitaliano, initially without providing grammar and the
lexicon, asking it to derive them, instead. Then we asked
the model:

1. to derive the syntactic and semantic rules;
2. to translate on its own some sentences by applying

the derived rules;
3. to correct and refine the rules by comparing the

personal version and the official one.

In Fig. 1, we report the sentences from the first chapter
that were given to the model, with the subsequent request
8Developed and updated by Federico Sangati: https://fede.sangati.
me/project/emojitaliano/

9On July 30, 2023
10https://chat.lmsys.org/?arena
11The first answer to “What is Emojitaliano?” was generic and in-

correct, that is: “Emojitaliano is a term used to describe the use
of Italian words and phrases in combination with emojis to create
a unique form of communication. It is a type of digital language
that blends written words with visual symbols, allowing people
to express emotions, thoughts, and ideas in a more dynamic and
creative way. Emojitaliano is particularly popular among young
people in Italy and has become a common feature of social media
and messaging platforms. It has also led to the development of
new emojis that reflect Italian culture and traditions, such as the
pizza, the espresso, and the gondola. The use of Emojitaliano is not
limited to Italy, however, and it has spread to other countries where
Italian is spoken or appreciated. It is an interesting example of how
digital communication is transforming language and culture, and
how people are adapting to new forms of expression in the digital
age.”

Figure 2: Grammar rules automatically derived by the

model. Best seen zoomed in the PDF version.

Figure 3: The role of the delimiters, automatically derived

by GPT-4. Best seen zoomed in the PDF version.

to derive the language rules. The output is reported in
Fig. 2. The interpretation of conceptual bracket signs
in Emojitaliano was then requested, as considered a rel-
evant information missing in the first answer. The result
is particularly interesting since a metalinguistic label is
assigned by the model, as can be seen in Fig. 3

Figure 4: The translation of the first sentence of Pinoc-
chio. Best seen zoomed in the PDF version.

3.2. Re-translating Pinocchio
We then proceeded to ask the model to translate other
sentences and lastly the whole first chapter of Pinocchio.
The first sentence translation is shown in Fig. 4. The
most relevant considerations are that the model correctly
applies the grammatical rules to translate a sentence for
the first time. Notably, we can observe that it applies
the principle of semantic reduction to the lexicon, e.g.
in assigning the emoji ‘soon’ the meaning of ‘appena’
(‘as soon as’), based on the the already available pairings
‘subito’ (‘now’) and ‘quando’ (‘when’).

Having no access to the registered Emojitaliano glos-
sary, the model succeeds in the translation by applying the
common principles of semantic and rhetorical relations in
lexicon for the choice of word vs. emoji pairings. Inter-
esting choices include the use of the ‘wheel’ symbol for
the iteration verb ‘riottenere’ (‘to get back’) and the use
of the baby for ‘balbettare’ (‘stuttering’), together with
the ‘speaker’ emoji for the speaking action.

The experiment continues by providing the official ver-
sion as a correction, and the request to derive the rules,
which has the output shown in Fig. 5. The test involves
two further sentences and the subsequent derivation of
the rules, as reported in Fig. 6. The figurative expression
‘gli era entrato addosso una gran paura’ (‘a great fear had
come upon him’) is not simplified in ‘to get scared’, as it
should be, but the literal meaning of ‘entrare’ as ‘to come
in’ is rendered through the ‘shoe’ emoji. As a relevant
fact, in the derivation of the rule, the model does not catch
the meaning of the first point (the three emojis with the
clip in Fig. 7) as ‘to be with’, since in Emojitaliano the
‘clip’ emoji is ‘with’ and ‘to have’ is ‘to be + with’.

At the final stage of the test the whole set of the Emo-
jitaliano grammatical rules is provided, with the request
to realize the translation of chapters 1, 2, 3 of the text.

Figure 5: Providing the official version as a correction

to the translation and subsequently asking the model to

derive new rules. Best seen zoomed in the PDF version.

Figure 6: Further sentences and subsequent derivations

of new rules. Best seen zoomed in the PDF version.

The 1st chapter is reported in Fig. 8. One notable mis-
take is that, at the end of the learning process, the model
appears to ignore the rule of the explicit subject in ba-
sic sentences. An important rule of the Emojitaliano is
that the subject is always to be expressed, as the verb
does not have inflection. The personal pronoun appears
in imperative sentences, instead. With regard to vocabu-
lary, the present model makes use of the emoji repertoire
updated to 2022: this implies the availability of some-
times more appropriate choices compared to the past. The
emoji catalog includes, for example, the ‘tree trunks’ for
‘legno, tronchi’, the ‘machine workshop’ for ‘bottega’,
which appears particularly suitable compared to the offi-
cial pairings for ‘falegname’ as ‘mechanic’ and the ‘robot’
for ‘puppet’. Among the right choices is the ‘volleyball
player’ emoji for ‘tirare un colpo’. Although the model is
Figure 7: Further sentences and subsequent derivations

of new rules. Best seen zoomed in the PDF version.

familiar with the rule for the semantic plain translation of
figurative language, it does not succeed in applying it, as
in ‘occhi fuori dal capo’, which is translated literally ‘eyes
going out of the head’ instead of rendering the meaning
of ‘to be shocked’ or ‘to be upset’.

A relevant issue emerged when Chat-GPT was asked
to translate some specific words: for example, ‘legno’
(‘pezzo di legno’, ‘piece of wood’) is translated with
the ‘fir’ (’abete’) emoji and, somewhere later, with the
‘wooden door’ emoji. This is against one of the main
Emojitaliano lexical rules which aims at reducing seman-
tic ambiguity. In fact, each word within the same text,
should always be translated the same way. Chat-GPT is
to be trained accordingly.

We also noticed that grammar and rules mistakes can
be corrected by the model upon casually reminding rules
in long interactions. The model leaned to progressively
forget the rules and, thus, a restart of the session was
required after a few sentences. We believe that this is
due to the limited window of attention of LLMs and the
encoding of emoji that require several tokens for each of
them.

4. Performance evaluation

According to our preliminary exploration, we established
that GPT-4 is able to derive the semantic rules and trans-
late text to Emojitaliano. To evaluate the latter, we per-
formed a more extensive evaluation by building a dataset

Figure 8: The 1st chapter of Pinocchio translated by the

model. Best seen zoomed in the PDF version.

of text pairs Italian-Emojitaliano and asking the model for
the translation.

We constructed the dataset by considering the first 3
chapters of Pinocchio [14], previously translated in Emo-
jitaliano [1]. The chapters are split respectively in 27, 50,
and 45 sentences for a total of 122, ranging from 5 to ⇠80
Italian words and from 2 to ⇠70 emojis each. For each
sentence, we constructed a pair made of the original Ital-
ian text and the relative human translation. Each sentence
is given to the model for translation independently from
the others.

To perform the evaluation, we constructed a textual
prompt where the grammar and the basic rules are care-
fully explained in Italian, where we include as the training
set, the first chapter as given examples of translation. The
remaining two chapters are used as the test set. Measuring
quantitatively the quality of the translation is more chal-
lenging than the typical translation tasks metrics, given
the creative use of emojis and their combinations in ex-
pressing a meaning. Given the low number of samples,
we resorted to human evaluation and the use of GPT-4
as a judge following [15]. For both human and GPT-4
evaluators, we provided the rules of grammar, the origi-
nal text and blindly the translated Emojitaliano from the

Figure 4: The translation of the first sentence of Pinoc-
chio. Best seen zoomed in the PDF version.
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Re-translating Pinocchio

Evaluation

GPT-4 meets Emojitaliano

GPT-4 Evaluation Human Evaluation

Translation by Human GPT-4 Equal Human GPT-4 Equal

Preferences 27 51 17 46 36 13

Average Score 7.23 7.80 / 7.34 7.21 /

Table 1

Results of the performance evaluation.

ground truth and the output of the model. The evaluators
were asked to vote for the best translation (i.e. choose
the preferred translation) according to relevance, accuracy,
creativity, correct use of grammar. In addition to choosing
the preferred translation, we also asked the evaluators to
provide a quality score from 1 to 10 for each sentence.

Results are reported in the Table 1.
GPT-4 and Human evaluators disagree on their prefer-

ence of translations. The Human evaluators, generally,
tend to prefer the Human translations while GPT-4 the
opposite. From the evaluators and GPT-4 feedbacks, we
noted that the Human evaluators put more emphasis on
the correct structure of the sentences (e.g. the subject
verb object rule), while GPT-4 generally reported better
scores for creativity and direct matching of the emojis (e.g.
emojis that match the words). This is consistent, since
the translation in the ground truth was realized in 2017,
when most of the modern emojis where still not defined at
the time. Due to the absence of a proper matching, many
emojis where chosen even if they were distant from the
corresponding words. Moreover, GPT-4 has consistently
not fully caught the rules of Emojitaliano, leading to less
awareness of errors in the sentences structure.

5. Conclusions and work in

progress

Emojitaliano was born thanks to the free dedication and
commitment of an enthusiast devoted Twitter social com-
munity, then also of student groups, willing to share the
goal of building an emoji-based artificial language model,
to be used as a communicative code across language bar-
riers [5, 1]. The effort to adapt to the rules and to join
the common glossary, as well as to expand it according
to the common rules, was challenging as well as a hard
task, but it was the only way to ensure an essential lin-
guistic basis, by giving rise to a language, validated and
practiced by a community of ‘speakers’. The intensive
crowdsourcing experience made Emojitaliano a unique
case among the (actually not many) examples of inte-
gral translations in emoji, which are mostly represented
by intentionally non-systematic or solipsistic works. The
regular expansion of the international emoji set by the Uni-
code Consortium constantly extends the range of choice
by enriching the emoji-language with ‘emoji-neologisms’,
as happens in every living natural language, but the core of

the Emojitaliano glossary and grammar provides a settled
authoritative translation method. Translating Pinocchio
into Emojitaliano today would certainly involve new, and
sometimes more relevant, pairings, synonymic pairs that
do not exclude the previous ones; but the method remains
fixed, because the syntax alone guarantees, through the
instrument of translation, mutual understanding. Teach-
ing Emojitaliano to GPT-4 (and the like) does not mean
replacing a human translator with a machine, but rather
is like having a tool to enhance human work to the max-
imum: automation ensures the speed, the iconic base of
the emoji embeds and guides creativity, therefore setting
limits against the arbitrary drift of individual subjective in-
terpretation. Following our design, the year of work spent
in the ‘human’ translation of the original 15 chapters of
Pinocchio will be matched by a few minutes’ work in the
translation of the entire work (35 chapters) by Chat-GPT,
and in the translation of other works from any world’s
language. Extreme speed is comfortable and convenient,
but the results cannot be achieved without training: that
is, by learning a “language” and its rules.
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Ø The intensive crowdsourcing experience 
made Emojitaliano a unique case among 
the few examples of integral translations 
in emoji.

Ø The emoji set is continuously expanded. 
Translating Pinocchio into Emojitaliano 
today would certainly involve new, and 
sometimes more relevant, pairings, 
synonymic pairs that do not exclude the 
previous ones.

Ø Teaching Emojitaliano to GPT-4 (and the 
like) does not mean replacing a human 
translator with a machine, but rather is 
like having a tool to enhance human 
work.

“No, ragazzi, avete sbagliato.
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Pinocchio - 1st to 3rd chapters

Evaluation

Preference: B
Scores: A 6, B 8

Preference: B
Scores: A 7, B 9

Ø We first ensured that GPT-4 did not 
know about Emojitaliano.

Ø With an iterative procedure, we gave 
pairs of Italian text and the corresponding 
Emojitaliano to GPT-4, asking it to derive 
grammar rules and the lexicon.

Ø First test: we verified the translated 
sentence structures

Ø Second test: we verified how GPT-4 
treats figurative language

Ø After several iterations, GPT-4 was able 
to correctly respect grammar and creatively 
translate text into interesting combinations 
of emojis.

Conclusions

Ø Human evaluators put more 
emphasis on the correct 
structure of the sentences while 
GPT-4 generally reported better 
scores for creativity and direct 
matching of the emojis.
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Capitolo I
Come andò che Maestro Ciliegia, falegname trovò un pezzo di 
legno che piangeva e rideva come un bambino.
— C’era una volta....
— Un re! — diranno subito i miei piccoli lettori.
— No, ragazzi, avete sbagliato. C’era una volta un pezzo di legno.
Non era un legno di lusso, ma un semplice pezzo da catasta, di 
quelli che d’inverno si mettono nelle stufe e nei caminetti per 
accendere il fuoco e per riscaldare le stanze.
Non so come andasse, ma il fatto gli è che un bel giorno questo 
pezzo di legno capitò nella bottega di un vecchio falegname, il 
quale aveva nome mastr’Antonio, se non che tutti lo chiamavano 
maestro Ciliegia, per via della punta del suo naso, che era sempre 
lustra e paonazza, come una ciliegia matura.
Appena maestro Ciliegia ebbe visto quel pezzo di legno, si 
rallegrò tutto; e dandosi una fregatina di mani per la contentezza, 
borbottò a mezza voce:
— Questo legno è capitato a tempo; voglio servirmene per fare 
una gamba di tavolino. —
Detto fatto, prese subito l’ascia arrotata per cominciare a levargli 
la scorza e a digrossarlo; ma quando fu lì per lasciare andare la 
prima asciata, rimase col braccio sospeso in aria, perchè sentì una 
vocina sottile sottile, che disse raccomandandosi:
— Non mi picchiar tanto forte! —
Figuratevi come rimase quel buon vecchio di maestro Ciliegia!
Girò gli occhi smarriti intorno alla stanza per vedere di dove mai 
poteva essere uscita quella vocina, e non vide nessuno! Guardò 
sotto il banco, e nessuno: guardò dentro un armadio che stava 
sempre chiuso, e nessuno; guardò nel corbello dei trucioli e della 
segatura, e nessuno; aprì l’uscio di bottega per dare un’occhiata 
anche sulla strada, e nessuno. O dunque?...

📖1⃣
⌊🤔⁉⌋👉 '⌊🈶◀⌋⏬ ⌊🎓🛠🍒⌋, 👨🔧 '⌊🕵◀⌋1⃣🔩⏩🚪↪
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⌊🏭🏭⌋↗ '🕯🔥➕↗ '🌞 ⌊🔲🏠🔲🏠⌋.
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↙🔺⏩👃 ⌊⏩🚹⌋,
↪ '⌊🈶◀⌋ ⌊⏲💯⌋🔆➕ ⌊🔴🔝⌋↔1⃣🍒⏫.
🔜 ⌊🎓🛠🍒⌋ '⌊👀◀⌋👉🔩⏩🚪, 🚹 '⌊😀💯◀⌋; ➕ '⌊👏⬅⌋↙
😀, 🚹 '⌊🗣💬◀⌋
⌊📎📣👶⌋:
“👇🚪 '⌊👞👇◀⌋ ⌊🕰👌⌋; ℹ '⌊🙏‼⌋ '🔧↗ '🔧1⃣👢⏩
⌊⛩👶⌋.”
⌊🔜✅⌋ ⌊🎓🛠🍒⌋ '⌊✊◀⌋🔜🗡⚙↗ '🎬 '⌊📤⌋💢➕ '⌊🗡⤴⌋🔩
⏩🚪; ✋🔜🚹 '⌊🎬〰◀⌋
'🆓 ⌊👋⏩🗡⌋🎬, 🚹 '⌊⏸◀⌋📎💪 ⌊▶🌀⌋, ↙🚹 '⌊👂◀⌋1⃣
⌊📣👶⌋🕸🕸, ↪ '⌊🗣◀⌋ '⌊🙏💯⬅⌋:
“👆🙅 '⌊❗👊⌋ℹ ⌊📶🔝⌋ ⌊💪⬅⌋!”
⌊👆👆⌋ '⌊❗📽⌋ ⌊🤔⁉⌋👉👴💟 ⌊🎓🛠🍒⌋ '⌊😳◀⌋!

🚹 '⌊👀➰◀⌋ ⌊😧😧⌋➰ ⌊🔲🏠⌋↗ '👀 ⌊◀⁉⌋👉 ⌊📣👶⌋
'⌊⤴◀⌋, ➕🚹🙅 '⌊👀◀⌋ ⌊👤❌⌋! 🚹 '⌊👀◀⌋⤴⛩, ➕ ⌊👤❌⌋; 
🚹 '⌊👀◀⌋⏺1⃣ ⌊🗄👚👖⌋↪ '⌊🈶◀⌋ ⌊⏲💯⌋🔒, ➕ ⌊👤❌⌋; 🚹
'⌊👀◀⌋⤵🗑⏩ ⌊♻🚪♻🚪⌋➕⏩ ⌊🚬🚪⌋, ➕ ⌊👤❌⌋; 🚹
'⌊🔓◀⌋🚪⏩ ⌊🏠🛠⌋↗ '👀🆚🛣, ➕ ⌊👤❌⌋. ⌊🤔⁉⌋?…

📖1⃣
🤔⁉ 👉 '⌊🈶◀⌋ ⌊🎓🛠🍒⌋, 👨🔧 '⌊🕵◀⌋1⃣ 🔩 ⏩ 🌲 ↪
'⌊😭◀⌋➕ '⌊😂◀⌋↔ 1⃣ 👶.
👉 '⌊🈶◀⌋ ⌊🕰🔭⌋…
“1⃣ 👑!” ⌊👫📖⌋ ⌊⏩ℹ⌋ '⌊🗣▶⌋.
“🙅, 👫, ❌! 👉 '⌊🈶◀⌋ ⌊🕰🔭⌋1⃣ 🔩 ⏩ 🚪.
👉 🙅 '⌊🈶◀⌋1⃣ 🚪 💎, ✋ ⌊1⃣⬅⌋1⃣ 🔩 ⏩ 🚪 🆖, 
⌊👉👉⌋ ⌊🔩⏩🚪🔩⏩🚪⌋↪ ⌊⌛❄⌋👉 '📥 ⤵ ⌊♨♨⌋➕ ⤵
⌊🏭🏭⌋↗ '🕯 🔥 ➕ ↗ '🌞 ⌊🔲🏠🔲🏠⌋.
ℹ '🤔 ⌊🤔⁉⌋ '⌊➿◀⌋, ✋ 👉 '⌊➿◀⌋⏬ ⌊1⃣🔂⌋👇 🔩 ⏩ 🚪
'⌊👞👇◀⌋⤵ ⌊🏠🛠⌋⏩ 1⃣
👨🔧 👴, ↪ '⌊🏷◀⌋ ⌊🎓🛠🅰⌋, ✋ ⌊👥💯⌋ '⌊🗣🏷◀⌋🚹 ⌊🎓🛠🍒⌋, 
↙ 🔺 ⏩ 👃 ⌊⏩🚹⌋, 
↪ '⌊🈶◀⌋ ⌊⏲💯⌋🔆 ➕ ⌊🔴🔝⌋↔ 1⃣ 🍒 ⏫.
🔜 ⌊🎓🛠🍒⌋ '⌊👀◀⌋👉 🔩 ⏩ 🚪, 🚹 '⌊😀💯◀⌋; ➕ '⌊👏⬅⌋↙
😀, 🚹 '⌊🗣💬◀⌋
⌊📎📣👶⌋:
“👇 🚪 '⌊👞👇◀⌋ ⌊🕰👌⌋; ℹ '⌊🙏‼⌋ '🔧 ↗ '🔧 1⃣ 👢 ⏩
⌊⛩👶⌋.”
⌊🔜✅⌋ ⌊🎓🛠🍒⌋ '⌊✊◀⌋🔜 🗡 ⚙ ↗ '🎬 '📤💢 ➕ '⌊🗡⤴⌋🔩
⏩ 🚪; ✋ 🔜 🚹 '⌊🎬〰◀⌋
'🆓 ⌊👋⏩🗡⌋🎬, 🚹 '⌊⏸◀⌋📎 💪 ⌊▶🌀⌋, ↙ 🚹 '⌊👂◀⌋1⃣
⌊📣👶⌋🕸 🕸, ↪ '⌊🗣◀⌋ '⌊🙏💯⬅⌋:
“👆 🙅 '⌊❗👊⌋ℹ ⌊📶🔝⌋ ⌊💪⬅⌋!”
⌊👆👆⌋ '⌊❗📽⌋ ⌊🤔⁉⌋👉 👴 💟 ⌊🎓🛠🍒⌋ '⌊😳◀⌋!

⌊🔄👁⌋ '⌊👀🔄◀⌋⏬ ⌊😱🔍⌋ ⌊↔🏠⌋⏩ ⌊👀🕵⌋ ⌊⏩❓⌋ '⌊👂◀⌋
⌊🔉👶⌋, ➕ '⌊👀❌⌋🚹! ⌊👀⏬⌋⏩ ⌊🪑⌋, ➕ '⌊👀❌⌋🚹: ⌊👀🔍⌋⏩
⌊🚪🔒⌋ ⌊⏩🔒🔒⌋, ➕ '⌊👀❌⌋🚹; ⌊👀🔍⌋⏩ ⌊🗑⌋⏩ ⌊🪵🪵⌋➕
'⌊👀❌⌋🚹; '⌊🚪↔⌋⏩ ⌊🏪👀⌋⏩ ⌊🔎🛣⌋, ➕ '⌊👀❌⌋🚹. 🅾
⌊⁉⌋?...
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